When mechanism matters: Bayesian forecasting using models of ecological diffusion

Abstract
Ecological diffusion is a theory that can be used to understand and forecast spatio-temporal processes such as dispersal, invasion, and the spread of disease. Hierarchical Bayesian modelling provides a framework to make statistical inference and probabilistic forecasts, using mechanistic ecological models. To illustrate, we show how hierarchical Bayesian models of ecological diffusion can be implemented for large data sets that are distributed densely across space and time. The hierarchical Bayesian approach is used to understand and forecast the growth and geographic spread in the prevalence of chronic wasting disease in white-tailed deer (Odocoileus virginianus). We compare statistical inference and forecasts from our hierarchical Bayesian model to phenomenological regression-based methods that are commonly used to analyse spatial occurrence data. The mechanistic statistical model based on ecological diffusion led to important ecological insights, obviated a commonly ignored type of collinearity, and was the most accurate method for forecasting.
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INTRODUCTION
Mathematical models that are specified as differential equations play an essential role in describing and understanding ecological processes. For example, Skellam (1951) used a reaction-diffusion partial differential equation (PDE) to understand the invasion of muskrats in central Europe; May (1973) made extensive use of differential equations, including the Fokker–Planck equation of diffusion, in his seminal work on stability and complexity of ecosystems; Levin (1992) noted the importance of diffusion models for understanding the problem of pattern and scale in ecology; Scheffer et al. (2001) employed a simple differential equation to explain catastrophic shifts in ecosystems. Hastings et al. (2005) noted that, for the problem of spatial spread and invasions, ‘much more data are becoming available, and new statistical techniques are being developed to match data with theory’. Many of the theories developed in ecology are phrased as differential equations, yet a fundamental gap exists between the mathematical models proposed by theoretical ecologists and the statistical models used by applied ecologists (Hilborn & Mangel 1997; Hobbs & Hooten 2015).

Ecological forecasting is the process of predicting the state of an ecological system with fully specified uncertainties (Clark et al. 2001). Although forecasting reduces uncertainty about future states, it does not eliminate uncertainty (Pielke & Conant 2003). Consequently, forecasts should be probabilistic (Gneiting & Katzfuss 2014; Raftery 2016). Hierarchical modelling is a framework to specify uncertainties associated with ecological systems (Cressie et al. 2009) and Bayesian inference provides a coherent means for making probabilistic forecasts (Clark 2005).

Ecological theories expressed as PDEs are an essential component of statistical models capable of forecasting the temporal evolution of spatial processes (Holmes et al. 1994; Wikle 2003). By combining commonly used Bayesian estimation methods with mechanicistic mathematical models, statistical implementations of PDEs facilitate defensible probabilistic forecasts of spatio-temporal processes (Wikle et al. 1998). Furthermore, there are connections between statistical models constructed using PDEs and other spatio-temporal modelling approaches such as agent (or individual-) based models (Hooten & Wikle 2010) and basis function models (Hefley et al. 2017b).

Since the seminal work of Hotelling (1927), statisticians and mathematicians have made significant progress in developing the machinery necessary to fit differential equation models to ecological data (e.g. Wikle 2003; Cressie & Wikle 2011). As a result, the statistical and mathematical machinery required to fit PDEs to ecological data and obtain probabilistic forecasts is well developed and available for application. However, phenomenological regression-based spatio-temporal models are the most widely used method for many ecological applications. For example, species distribution models are commonly used to forecast the spread of invasive species (e.g. Uden et al. 2015).
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but most modelling efforts rely on simple regression-based additive models (Elith & Leathwick 2009; Hefley & Hooten 2016). Although phenomenological regression models are convenient, modelling dynamic ecological processes using mechanistically motivated PDEs yields scientific insights that would not be possible otherwise (Wikle & Hooten 2010). Additionally, mechanistic spatio-temporal models offer an alternative to regression-based approaches that encounter difficulties associated with a type of collinearity that occurs when accounting for spatial and temporal autocorrelation (Kühn 2007; Bini et al. 2009; Hodges & Reich 2010; Hanks et al. 2015; Hefley et al. 2016; Hefley et al. 2017b). Although mechanistic spatio-temporal models may be the preferred method, Elith & Leathwick (2009) noted that ‘these [mechanistic models] can require specialised mathematics and programming, and this currently hinders wider uptake despite apparent advantages’, which is particularly true for large data sets.

We demonstrate how PDEs that describe ecological diffusion can be fit to large data sets within a hierarchical Bayesian framework to facilitate statistical inference and probabilistic forecasting. We begin by reviewing ecological diffusion, the hierarchical modelling framework, and the numerical methods required to increase computational efficiency for large data sets. Our work is motivated by the need to forecast and understand the mechanisms driving the geographic spread and growth in the prevalence of chronic wasting disease (CWD) in white-tailed deer (Odocoileus virginianus). We compare the accuracy of predictions and forecasts from our hierarchical Bayesian model to state-of-the-art regression-based statistical and machine learning methods using two out-of-sample validation data sets. In addition, we provide tutorials with the computational details, annotated computer code to assist readers implementing similar models, and the necessary code to reproduce all results and figures related to the analysis (Supporting Information).

MATERIALS AND METHODS

Ecological diffusion

Ecological diffusion describes the population-level distribution that emerges from individual random walks with movement probabilities based on local habitat information, resulting in variable residence times (Fig. 1; Chandrasekhar 1943; Patlak 1953; Turchin 1998; Okubo & Levin 2001). Although the initial motivation is a sequence of movements in discrete time and space, a continuous formulation of the process is desirable so that computationally efficient algorithms can be exploited and inference is not sensitive to an arbitrary choice of time step or grid cell size (Fig. 1). Ecological diffusion is described by the PDE

\[
\frac{\partial}{\partial t} u(s, t) = \left( \frac{\partial^2}{\partial s_1^2} + \frac{\partial^2}{\partial s_2^2} \right) [\mu(s, t) u(s, t)],
\]

where \( u(s, t) \) is the density of the dispersing population (or disease), \( s_1 \) and \( s_2 \) are the spatial coordinates contained in the vector \( s \), and \( t \) is the time. The diffusion coefficient (or motility coefficient), \( \mu(s, t) \), is inversely related to residence time and could depend on covariates that vary over space and time (Garlick et al. 2011; Hooten et al. 2013). As a result of the variable residence times, the spatial distribution of \( u(s, t) \) is heterogeneous and captures local variability and abrupt changes in population densities (or disease prevalence) that occurs at the transition between habitat types.

Ecological diffusion is a simple mechanistic model that can be used to link the temporal dynamics of transient spatial processes. For example, Matthiopoulos et al. (2015) developed a conceptual framework to unite models of habitat selection and population dynamics but noted ten assumptions that would motivate future research, including developing models of colonisation that capture the transient dynamics preventing animals from instantaneously accessing all high-quality habitats. PDEs like eqn 1 connect processes interacting in space and time while providing a mechanism that naturally captures transient dynamics due to the explicit dependence on time (e.g. Wikle 2003; Williams et al. 2017).

The ecological diffusion PDE can be modified to capture a wide range of spatio-temporal dynamics (Holmes et al. 1994). For example, eqn 1 can be combined with source and sink densities to describe important components of ecological processes resulting in reaction-diffusion equations of the form.
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three components: \(x_i\), a vector of covariates associated with each observation \(y_i\); a vector of regression coefficients \(\beta\); and the spatio-temporal effect \(u(s, t_i)\) that is a solution to a PDE. The function \(h(\cdot)\) in eqn 4 combines the influence of individual-level effects, \(x_i\beta\), and the spatio-temporal effect, \(u(s, t_i)\). For example, the standard GLMM is additive: \(g(\pi_i) = x_i\beta + u(s, t_i)\). Although useful in some contexts, linear forms of \(h(\cdot)\) may not be the most appropriate. Determining how \(x_i\beta\) and \(u(s, t_i)\) are combined via \(h(\cdot)\) will be problem-specific and requires knowledge of the process being modeled (e.g. Hooten et al. 2007; Cangelosi & Hooten 2009; Williams et al. 2017).

### Numerical implementation

Statistical implementation of all but the simplest hierarchical models requires numerical integration (Hobbs & Hooten 2015). Consequently, implementation will require solving the PDE (i.e. finding \(u(s, t)\) in eqn 4) for each iteration of the algorithm used for numerical integration. Few PDEs with non-constant coefficients can be solved analytically, therefore numerical methods are often required.

The finite-difference method is a commonly used numerical approach to solve PDEs for use in hierarchical models (Farlow 1993, pp. 301–308; Wikle & Hooten 2010). Briefly, solving a PDE using finite-differencing involves partitioning the spatial domain \(S\) into a grid \(S \subseteq S\) with \(q\) cells and the temporal domain \(T\) into \(r\) bins \(T\) of width \(\Delta t\) (\(T \subseteq T\)). The partitioning results in a linear equation \(u_i = H_i u_{i-\Delta t}\), where \(u_i\) approximates \(u(s, t)\) at the centre of the grid cells. The propagator matrix \(H_i\) has dimensions \(q \times q\) and each element is determined from a discretisation version of the PDE (Wikle & Hooten 2010). The accuracy of the numerical approximation of \(u(s, t)\) increases as the number of cells on the spatial grid increases and \(\Delta t\) becomes small. In some cases, formal uncertainty quantification associated with the error introduced by numerical approximation of the PDE will be needed (Chkrebtii et al. 2016). Alternatively, an assessment of the error introduced by discretisation on statistical inference can be made by checking the sensitivity of the results to changes in the resolution of the grid and \(\Delta t\).

Although discretisation of the PDE results in a series of discrete time matrix equations (i.e. \(u_i = H_i u_{i-\Delta t}\)), it is important to maintain the connection to the PDE that is defined in continuous space and time to facilitate efficient implementation via homogenisation (see below) and because the accuracy of the approximation can be formally assessed (or modeled) so that inference will not be sensitive to the choice of the time step or size of the grid cells. Furthermore, if modelling fine-scale spatial variability is important to the goals of the study, it is necessary to have the same (or finer) resolution grid as the desired scale of inference. Although several numerical methods exist to solve PDEs, they become computationally prohibitive at the discretisation required for fine-scale inference over expansive spatial domain because the matrix multiplication required to evaluate \(u_i = H_i u_{i-\Delta t}\) results in a computational cost that scales by a factor \(q^2 r\) (Garlick et al. 2011).

To address this computational challenge, we apply the homogenisation technique (Powell & Zimmermann 2004; Garlick et al. 2011; Hooten et al. 2013; Appendix S1). Homogenisation of PDEs leads to more efficient numerical solutions

### Table 1 Examples of ecological dynamics addressed by statistical implementation of diffusion models

<table>
<thead>
<tr>
<th>Ecological dynamic</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Animal disease</td>
<td>Hooten &amp; Wikle (2010)</td>
</tr>
<tr>
<td>Fish migration</td>
<td>Arab (2007, ch. 2)</td>
</tr>
<tr>
<td>Insect dispersal</td>
<td>Powell &amp; Bentz (2014)</td>
</tr>
<tr>
<td>Invasion/colonisation</td>
<td>Wikle (2003), Hooten &amp; Wikle (2008), Broms et al. (2016), and Williams et al. (2017)</td>
</tr>
<tr>
<td>Plant disease</td>
<td>Zheng &amp; Aukema (2010)</td>
</tr>
</tbody>
</table>

\[
\frac{\partial}{\partial t} u(s, t) = \left( \frac{\partial^2}{\partial s^2} + \frac{\partial^2}{\partial t^2} \right) [u(s, t)u(s, t)] + f(u(s, t), s, t),
\]

which contains a growth component \((f(u(s, t), s, t))\). For example, establishing the connection between habitat selection (i.e. the spatial distribution of organisms) and population dynamics is a prerequisite to understanding species-environment relationships (e.g. Matthiopoulos et al. 2015). When coupled with models of population (or disease) growth, the ecological diffusion PDE provides a mathematically appealing way to link non-separable spatial and temporal dynamics. For example, a logistic model could be used in eqn 2 (i.e. \(f(u(s, t), s, t) \equiv \lambda(s, t)(1 - u(s, t)/k(s, t))\)) where the growth rate, \(\lambda(s, t)\) and equilibrium population size \(k(s, t)\), may vary over space and time (Hooten & Wikle 2008; Hefley & Hooten 2016). To illustrate short-term forecasting of a disease outbreak, we use a temporal forecast horizon of \(\leq 3\) years (Petchey et al. 2015) and an exponential growth model \((f(u(s, t), s, t) \equiv \lambda(s, t)u(s, t)\) in eqn 2) in what follows, but provide references to illustrate the breadth of statistical implementations of diffusion models (Table 1).

### Hierarchical statistical modelling framework

Hierarchical models with PDE process components are flexible and can be tailored to match the specifics of the study. The generalised linear mixed model (GLMM) is a flexible and widely used hierarchical model in ecology (e.g. Bolker et al. 2009). We describe a modelling framework consistent with the GLMM terminology, but a wide range of hierarchical models could be employed (Table 1). Our model can be written as

\[
y_i \sim [y_i | \pi_i, \psi] \tag{3}
\]

\[
g(\pi_i) = h(x_i\beta, u(s_i, t_i)) \tag{4}
\]

where \(y_i\) is the \(i\)th observation \((i = 1, \ldots, n)\) at the spatial location \(s_i\), within the study area \(S (s_i \in S \subseteq \mathbb{R}^d)\) and time \(t_i\) during the time period \(T (t_i \in T)\), \(\pi_i\) is the conditional expected value of \(y_i\), and \(\psi\) is the dispersion parameter from a probability distribution denoted by \([\cdot]\). For example, if binary data were observed, then \([\cdot]\) in eqn 3 would be a Bernoulli distribution with probability of success (i.e. \(y_i = 1\)) equal to \(\pi_i\) and the dispersion parameter would not be required. The inverse of the link function \(g(\cdot)\) transforms the (possibly) nonlinear predictor, \(h(x_i\beta, u(s_i, t_i))\), to match the support of \(\pi_i\). The nonlinear predictor in eqn 4 has
when the goal is to capture broad scale dynamics with rapid fine-scale spatial variability and has, therefore, recently been employed for statistical implementation of ecological models (Hooten et al. 2013; Powell & Bentz 2014). Homogenisation is an analytical approach that takes advantage of multiple scales to solve a governing PDE on small scales and derive a related PDE at the broad scale that accurately represents the integrated consequences of the small-scale solution behaviour. Consequently, the accuracy of homogenisation depends on the ratio between the scale at which habitat type varies and the mean dispersal distance of individuals over a characteristic time period. This is a degree of accuracy that is intrinsic to the process and is independent of the grid sizes, provided fine- and broad-scale grids accurately capture the associated variability. How broad-scale grids are chosen depends on dispersal rates and should be approximately an order of magnitude larger than the fine-scale resolution (see Garlick et al. 2011 for details and Appendix S1).

Homogenisation is a useful approach for ecological diffusion models because the implementation is conceptually simple and involves solving a regularised diffusion PDE with analytically averaged diffusion coefficients over a much coarser grid (Garlick et al. 2011; Hooten et al. 2013). Another benefit of the ecological diffusion model is that homogenisation can be accomplished using ‘weak’ (e.g. piecewise continuous) solutions, so the approach is readily applicable to real-world situations with habitat discontinuities (see Garlick et al. 2011). Details on implementing the homogenised ecological diffusion PDE and step-by-step R code are provided in Appendix S1. In the next section, we illustrate a hierarchical Bayesian implementation of the ecological diffusion PDE to understand and forecast the geographic spread and growth in the prevalence of a disease.

**Mechanistic forecasting of CWD**

Chronic wasting disease is a fatal transmissible spongiform encephalopathy that occurs in cervids (Williams & Young 1980). In the state of Wisconsin, CWD was first detected in white-tailed deer in 2001 as a result of the Wisconsin Department of Natural Resources surveillance efforts. Continued surveillance of CWD has resulted in a large spatio-temporal data set with dense spatial coverage (Fig. 2). Using this data set, we obtained records from 103,256 tested deer (2562 positive cases) with locations contained within the golden box. Only tested deer with location accuracy at the section-level (or better) are displayed. See Appendix S3 for an animation of this figure.
positive deer) that were sampled within a 15,539 km² region in the southwestern portion of Wisconsin and had location information collected at the public land survey system section-level or better (Fig. 2; note a section of land is a square with an area of 2.6 km²). We used the 2011 National Land Cover Dataset to calculate two landscape risk factors: proportion of hardwood forest and human development within a grid cell that was the same area as a section of land (2.6 km², hereafter forest and development covariates; Fig. 3; Homer et al. 2015). Based on a temporal animation of the spatial distribution of tested deer, the Wisconsin River appeared to potentially affect the movement and intensity of CWD-positive deer (Animation C1, Appendix S3); therefore, we included a categorical covariate that indicated if a 2.6 km² grid cell contained the Wisconsin River corridor (hereafter river covariate; Fig. 3; Smith et al. 2002; Wheeler & Waller 2008). In addition to spatial covariates, we also used the sex and age of the sampled deer as individual-level covariates.

For initial model fitting and statistical inference, we randomly selected 67% of the data from the first 10 years (2002–2011) of surveillance (n = 61,910; hereafter in-sample data). We evaluated the ability of our model to make accurate forecasts using data collected during the last 3 years of surveillance (2012–2014; n = 10,661; hereafter out-of-sample forecast data). We also evaluated the predictive ability of our model, using the 33% of the data from the first 10 years that were not used for fitting our model (n = 30,955; hereafter out-of-sample prediction data).

When evaluating the predictive ability or forecast proficiency of a model (Petchey et al. 2015), it is important to use scoring functions that are local and proper to guarantee an honest comparison (Gneiting & Katzfuss 2014). To facilitate comparison of our ecological diffusion model with other non-Bayesian approaches, we calculated the local and proper Bernoulli deviance using the posterior mean of the probability of infection (i.e. $-2 \sum_{j=1}^{n} y_j \log(p_j) + (1 - y_j) \log(1 - p_j)$), where $y_j$ is the $j$th out-of-sample observation and $p_j$ is the posterior mean probability of infection; Gneiting & Raftery 2007; Gneiting 2011; Hooten & Hobbs 2015). Akin to in-sample predictive scores (e.g. Akaike information criterion), lower values of the deviance indicate a model with superior predictive ability (or forecast proficiency); unlike in-sample predictive scores, the deviance measures the predictive ability of a model against out-of-sample data rather than estimating the predictive ability, using a penalty term and in-sample data that were also used to fit the model (Hooten & Hobbs 2015). As an initial hypothesis, we expect that the geographic spread in the prevalence of CWD among white-tailed deer was driven by the movement of individuals away from a central location. For example, white-tailed deer demonstrate habitat preferences that, from an Eulerian perspective, result in a heterogeneous geographic distribution in the abundance. When viewed from a Lagrangian perspective, the heterogeneous geographic distribution of white-tailed deer is a result of individuals moving quickly through habitat of poor quality and congregating in more favourable habitat. During the outbreak of a disease such as CWD, the transmission and spread may be driven by the movement of individuals; thus, ecological diffusion is a realistic model for a population-level spatio-temporal process representing the latent risk of CWD (Garlick et al. 2014).

To understand and forecast the growth and geographic spread in the prevalence of CWD, we used the hierarchical model:

$$y_i \sim \text{Bernoulli}(p_i)$$  (5)

$$g(p_i) = u(s_i, t_i)e^{x^\beta}$$  (6)

$$\frac{\partial}{\partial t} u(s_i, t_i) = \left(\frac{\partial^2}{\partial s_1^2} + \frac{\partial^2}{\partial s_2^2}\right) [\mu(s)u(s_i, t_i)] + \lambda(s)u(s_i, t_i)$$  (7)

$$\log(\mu(s)) = \alpha_0 + z(s)^\gamma$$  (8)

$$\lambda(s) = \gamma_0 + w(s)^\gamma,$$  (9)

where $y_i$ is equal to 1 if the $i$th deer is CWD-positive and 0 otherwise. The probability that a deer is CWD-positive ($p_i$) depends on the spatio-temporal effect $u(s_i, t_i)$ defined by the PDE in eqn 7. For the ecological diffusion PDE, the spatio-temporal effect $u(s_i, t_i)$ is greater than zero for all $s_i, t_i$; the vector $x_i$, includes covariates for sex and age of the tested deer and the quantity $e^{x^\beta}$ scales $u(s_i, t_i)$ depending on characteristics of the individual deer. Scaling $u(s_i, t_i)$ by a quantity that depends on covariates specific to the infected and non-infected individuals mimics the dynamics of CWD because individual-
level risk factors should not influence the probability of infection unless the disease process has spread to the location where the individual is located (i.e. \( u(s, t) > 0 \)). The product, \( u(s, t) e^{-\beta t} \), is greater than zero for all \( s, t \), and therefore the inverse of the link function \( g() \) maps the positive real line \([0, \infty)\) to a probability between 0 and 1. We used a truncated cumulative normal distribution as a link function (i.e. the inverse of \( g() \) is \( g^{-1}(x) = \sqrt{2 \pi} \int_0^x e^{-y^2} dy \)). The diffusion rate (\( \mu(s) \)) in eqn 7 is inversely related to residence times in various habitats and depends on an intercept term (\( \gamma_0 \)), coefficients (\( \gamma = (\gamma_1, \ldots, \gamma_p)' \)), and \( z(s) \), which is a vector that contains the spatial covariates forest, development, and river. Expected residence times are always positive, thus \( \mu(s) \geq 0 \), for all \( s \) which motivates the log link function in eqn 8. The growth rate \( \lambda(s) \) depends on an intercept term (\( \gamma_0 \)), coefficients (\( \gamma = (\gamma_1, \ldots, \gamma_p)' \)), and \( w(s) \), a vector that also contains the spatial covariates forest, development, and river. To allow the growth rate in eqn 9 to be positive or negative, we used the identity link so that the support of \( \mu(s) \) was \((-\infty, \infty)\).

For regression coefficients \( \beta, \alpha, \) and \( \gamma \), we used the following priors: \( \beta \sim N(0, 10^4), \alpha \sim N(0, 10^4), \) and \( \gamma \sim N(0, 10^4) \), where \( I \) is the identity matrix. For the intercept terms, we used the prior \( \gamma_0 \sim N(0, 10) \) and \( \gamma_0 \sim N(0, 10) \). We used the normal distribution with mean 0 and variance 10 as priors to result in a minimal amount of regularisation (shrinkage) of the intercept and regression coefficients. Alternatively, to perform covariate selection and possibly obtain a model with a higher accuracy for prediction and forecasting, one could choose the optimal amount of regularisation (i.e. variance of the normal prior distribution) using methods discussed by Hooten & Hobbs (2015).

Solving PDEs require that boundary conditions and the initial state be specified or estimated. Within the cells that occur at the boundary, we assume \( u(s, t) = 0 \) for all \( t \). For the initial state, we use

\[
\begin{align*}
    u(s, 0) &= \frac{\theta e^{-\frac{s^2}{\sigma^2}}}{\int_S e^{-\frac{d^2}{\sigma^2}} ds} \tag{10}
\end{align*}
\]

which is a scaled bivariate Gaussian kernel with compact (truncated) support centred at a point with coordinate \( d \) where \( |s - d| \) is the Euclidean distance in meters and the dispersion and scale are controlled by \( \phi \) and \( \theta \) respectively. We assigned \( \phi \) and \( \theta \) the priors \( \phi \sim TN(0, 10^6) \) and \( \theta \sim TN(0, 10^6) \) (TN refers to a normal distribution truncated below zero). The coordinate \( d \) in eqn 10 was assumed to be the centroid of the locations where positive deer were sampled in 2002, however, this parameter could be treated as unknown and then estimated along with other parameters in eqns 5–10. Alternatively, the initial state could be specified, using a point process distribution and the location(s) where CWD was introduced within the study area could be estimated (Hefley et al. 2017c).

The location accuracy of the sampled deer (section level) results in a natural spatial grid with 2.6 km\(^2\) cells within the study area (Fig. 2). Using traditional finite-difference methods with an enlarged grid of 25,900 km\(^2\) to solve eqn 7 results in 10,000 cells and would be computationally challenging to implement. Instead, we use homogenisation and solve the piecewise constant diffusion PDE (eqn S7) over a spatial grid with 65 km\(^2\) cells (400 total cells). The homogenisation technique allows the solution from eqn S7 to be analytically downscaled to the 2.6 km\(^2\) cells using eqn S10. We use a time step (\( \Delta t \)) of 3 months in the finite-difference implementation. To assess the sensitivity of statistical inference to errors introduced by discretisation and homogenisation, we evaluated several different resolutions of the grid and \( \Delta t \) (results not shown).

We implemented the hierarchical model from eqns 5–10 using a Markov chain Monte Carlo (MCMC) algorithm coded in R (R Core Team 2017). We obtained 250,000 samples from a single chain using the MCMC algorithm. Fitting the model at the 2.6 km\(^2\) scale using homogenisation required approximately 10 min to acquire 1000 MCMC samples on a laptop computer with a 2.8 GHz quad-core processor, 16 GB of RAM, and optimised basic linear algebra subprograms.

To assess the fit of our model, we used a posterior predictive check that involved comparing the posterior prediction and forecast distributions of the probabilities of infection to the empirical distributions obtained from the out-of-sample data (Gelman et al. 1996). We calculated the empirical distributions using only out-of-sample data and a beta-binomial model with a uniform prior on the probability of infection (see Appendix S2 for details).

Comparison with generalised additive models

We compared our mechanistic Bayesian hierarchical model to a generalised additive model (GAM). GAMs use a phenomenological regression-based framework that is well-developed within the statistics literature (e.g. Hastie & Tibshirani 1986, 1990; Wood 2006) and widely used in ecology (e.g. Guisan et al. 2002; Wood & Augustin 2002). We compared a GAM to our hierarchical model because (1) the linear structure of the GAM is easy to interpret for statistical inference, (2) basis functions can be used to explicitly model the spatial and temporal process (Hefley et al. 2017b), and (3) new dimension reduction and estimation techniques facilitate efficient implementation for large data sets (Wood et al., 2015, 2017). For comparison with our mechanistic Bayesian hierarchical model, we implemented a GAM that can be formally written as follows:

\[
y_i \sim \text{Bernoulli}(p_i)
\]

\[
g(p_i) = x_i \beta + \eta_i + \eta_b,
\]

where, as before, \( y_i \) is equal to 1 if the \( i \)th deer is CWD-positive and 0 otherwise. The probability that a deer is CWD-positive (\( p_i \)) is transformed, using a link function \( g() \) and depends on both the individual level (sex and age) and spatial covariates (river, forest and development) which are included in the vector \( x_i \). Unlike our mechanistic hierarchical model, the GAM framework does not explicitly distinguish between individual-level and spatial covariates. The effect of time (\( \eta_i \)) and spatial location (\( \eta_b \)) are modeled using reduced dimension thin plate regression splines. Briefly, thin plate regression splines estimate a smooth function that emulates the spatial and temporal dynamics by specifying flexible basis functions
Because GAMs provide a flexible semiparametric approach, they can emulate the spatio-temporal dynamics generated by the growth and diffusion of CWD. As a result, we expect the GAM to have superior predictive ability compared to our Bayesian hierarchical model when tested against the out-of-sample prediction data. GAMs, however, are phenomenological and lack a foundation for providing principled forecasts. For example, our choice of thin plate regression splines results in an arbitrary linear trend when forecasting to out-of-sample data from 2012–2014. As with any phenomenological modelling approach that uses basis functions (e.g. polynomial regression), forecasts (or extrapolations) beyond the range of the data are not reliable.

Unlike the spatio-temporal effect that was specified using the ecological diffusion PDE, the spatial and temporal effects in eqn 11 are separable (modeled individually) and do not depend on covariates (e.g. river, forest, and development), which can have important implications for statistical inference. When implementing the GAM, covariates that are spatially (or temporally) indexed and structured are sometimes collinear with the smooth spatial (or temporal) effect (Wood 2006, p. 176). When using basis functions to model a spatial (or temporal) process, it is important to check for collinearity between the basis vectors and the spatial (or temporal) covariates (Hefley et al. 2017ab). Collinearity between the basis vectors and the spatial (or temporal) covariates can produce surprising and counterintuitive results (e.g. Hodges & Reich 2010; Fieberg & Ditmer 2012; Hanks et al. 2015; Hefley et al. 2016). For example, Kühn (2007) and Bini et al. (2009) noted that the coefficient estimates for some spatial covariates obtained from regression models that account of autocorrelation can ‘shift’ or change sign when compared to non-spatial models. To illustrate this, we removed the spatial and temporal effects from the GAM and fit a model that contained only the individual-level and spatial covariates (i.e. \( g(p_i) = x_i \beta \) in eqn 11). For comparison, we also report the predictive and forecasting ability of the GAM when the spatial and temporal effects were removed.

**Comparison with boosted regression trees**

We compared our Bayesian hierarchical model to boosted regression trees (BRTs). BRTs are a well-studied machine learning method in the statistics literature (e.g. Friedman et al. 2000; Bühlmann & Hothorn 2007) and widely used in ecology (e.g. Elith et al. 2008). We compared BRTs to our Bayesian hierarchical model because (1) BRTs are considered one of the best off-the-shelf methods for binary data (Hastie et al. 2009, p. 340), (2) unlike GAMs, BRTs can handle sharp discontinuities and may capture abrupt transitions that are characteristic of ecological diffusion (Elith et al. 2008), and (3) BRTs are computationally feasible for large data sets (Hastie et al. 2009).

Briefly, BRTs are an additive modelling approach where, in our example, the probability that a deer is CWD-positive (\( p_i \)) is transformed using a link function \( g(\cdot) \) and specified as

\[
g(p_i) = \sum_{m=1}^{M} \beta_m T(x_i, s_i, t_i, \xi_m),
\]

where \( \beta_m \) is the \( m \)-th basis coefficient for a simple regression tree, \( T(x_i, s_i, t_i, \xi_m) \), that depends on the parameters \( \xi_m \). Each regression tree partitions the spatial and temporal domains as well as the domains of the individual-level and spatial covariates. Estimation of the basis coefficients proceeds, using a forward stagewise algorithm. Elith et al. (2008) provides a lucid guide to BRTs for ecological data and a technical introduction can be found in Hastie et al. (2009, ch. 10). Details associated with tuning and computation are reported in Appendix S2.

Similar to GAMs, BRTs are phenomenological and lack a mechanism for providing principled forecasts. As evident from eqn 12, predictions and forecasts obtained from the BRTs depend on a sum of \( M \) simple regression trees weighted by the basis coefficients. As a result, each simple regression tree contributes an arbitrary static prediction (or forecast) for all covariates, spatial locations, or times that do not occur within the domain of the data used for estimation. Unlike GAMs, BRTs do not have interpretable parameters, rather, inference is obtained from plots of partial dependence which are constructed using predictions from eqn 12 for one or two features of interest (i.e. covariates, space, time) obtained while holding the remaining features constant.

**RESULTS**

**Mechanistic forecasting of CWD**

The prevalence of CWD was highest for male deer and increased with age (Fig. B2, Appendix S2). For all deer, the prevalence of CWD was highest in the centre of the study region and exhibited both diffusion and growth over time (Fig. 4; Animation C2, Appendix S3). The diffusion and growth in the prevalence of CWD within the study area were most heavily influenced by the forest and river covariates (Fig. 5). Most notably, our results demonstrate that CWD would diffuse at a rate 1.93 (1.19, 3.02; 95% equal-tail credible interval) times faster within the Wisconsin River corridor when compared to an area outside of the corridor. Our results also indicate that the annual growth rate was 0.07 (−0.02, 0.14) in areas where the forest cover was 19% (average value in the study area), but was 0.87 (0.59, 1.21) at the maximum amount of forest within the study area (98%; Fig. 5). The Bernoulli deviance for the out-of-sample forecast was 5753, while the deviance for the out-of-sample prediction was 4564. Based on the posterior predictive check, our model-based prediction and forecast distributions of the mean probability of infection appear to match the out-of-sample empirical estimates well (Fig. 6). The match between empirical and model-based statistics, suggests that eqns 5–10 captured important spatio-temporal dynamics and are a good fit to the data.

**Comparison with general additive models**

The GAM emulates the spatio-temporal trends within the data generated by the dynamics of CWD (Fig. B3; Appendix S2).
The Bernoulli deviance for the out-of-sample forecast was 6103, while the deviance for the out-of-sample prediction was 4431; thus, the GAM has a lower accuracy for forecasting when compared to our Bayesian hierarchical model, but a higher accuracy for prediction. The regression coefficient estimates for the spatial covariates forest, development, and river were $-0.32 (-0.90, 0.24; 95\%$ confidence interval), $0.42 (-1.89, 2.72)$, and $-0.70 (-1.14, -0.25)$, respectively.

The spatial time series showing the predicted (2002–2011) and forecasted (2012–2014) probability of chronic wasting disease infection in male white-tailed deer that are 4 years of age or older (see Fig. 2 for study area). The predicted and forecasted probability of infection was obtained from the ecological diffusion and growth model (eqns 5–10), which depended on the covariates shown in Fig. 3 and was fit to a portion of the data shown in Fig. 2. Notable features include the lower observed probability of infection within the Wisconsin River corridor (Fig. 3a) due to a increased rate of diffusion (Fig. 5a). Note that the observed data used to fit the model were collected during the period 2002–2011.

The posterior expectation and standard deviation of the diffusion rate $\mu(s)$ (panels (a) and (c)) and growth rate $\lambda(s)$ (panels (b) and (d)) from the ecological diffusion and growth model presented in eqns 5–10 and fit to the data in Fig. 2. Both the diffusion rate and growth rate vary due to the spatial covariates shown in Fig. 3.
When we removed the spatial and temporal effects from the GAM and fit a model that contained only the individual-level and spatial covariates, we found that the coefficient estimates for the spatial covariates forest, development, and river were 2.86 (2.50, 3.22), 1.72 (0.42, 3.03), and 0.30 (0.70, 0.10), respectively; thus, the coefficient estimate associated with the forest covariate shifted from a small negative number when using the GAM to a larger positive and statistically significant estimate due to correlation with the basis vectors (see Appendix S2 for details). When we removed the spatial and temporal effects from the GAM, the Bernoulli deviance calculated using the out-of-sample prediction and forecast data was 5176 and 7447 respectively; thus, indicating that the spatial and temporal effect increases both the predictive and forecasting ability of the model.

Comparison with boosted regression trees

The BRTs emulate the spatio-temporal trends within the data, but the predicted probability of infection is more variable between adjacent cells when compared to the GAM and forecasts are temporally static for any year after 2011 (Fig. B4; Appendix S2). The Bernoulli deviance for our out-of-sample forecast was 6307, while the deviance for out-of-sample prediction was 4408; thus, BRTs have the lowest accuracy for forecasting, but the highest accuracy for prediction.

DISCUSSION

Modelling dynamic ecological processes based on mechanistically motivated PDEs yields more accurate forecasts and scientific insights that would not be possible when using phenomenological regression-based models, such as GAMs or BRTs. For example, when using the ecological diffusion PDE, the temporal change in prevalence of CWD can be separated into growth and diffusion components. The ability to obtain inference for the growth and diffusion components has important implications for the management of CWD. For example, a positive growth rate suggests that an area is a ‘source’ in the sense that an area with a positive growth rate will contribute to an overall increase in the prevalence of CWD within the study area over time. Similarly, a negative growth rate suggests that an area is a ‘sink’ in that the area will contribute to an overall decrease in the prevalence of CWD within the study area. As another example, the diffusion rate shown in Fig. 5 has physically interpretable units (km$^2$ year$^{-1}$) that are inversely related to the residence time (km$^{-2}$ year$^{-1}$) of the disease process (Garlick et al. 2011).

Partial differential equations play an important role in applied and theoretical ecology (Holmes et al. 1994). Diffusion models have been used to understand spatio-temporal patterns in ecology and can be used to describe a range of phenomena such as population growth, invasion, disease transmission, and dispersal (Table 1). Diffusion models, however, are just one of the many manifestations of hypotheses proposed by ecologists as PDEs. Testing such hypotheses requires reconciling theory with observations. Since the seminal work of Wikle (2003), ecologists have possessed the tools to fit mechanistically motivated PDEs to ecological data within a rigorous hierarchical modelling framework, yet the use of such models for testing ecological theory and providing ecological forecasts has been gradual. In our experience, implementing statistical PDE models is challenging because doing so requires (1) development of ecological theory, (2) large spatio-temporal data sets with dense coverage in both the spatial and temporal domains, and (3) specialised computational techniques. Although new software is making statistical inference from PDEs more accessible by lowering the need...
for specialised mathematics and programming (e.g. Pienaar & Varughese 2016), fitting statistically rigorous PDE models to ecological data will most often require interdisciplinary collaboration between theoretical ecologists, applied ecologists, statisticians and mathematicians. The reward of such collaborations is that defensible forecasts can be made and theories can be tested when we confront models with data.
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