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Motivation

- Compositional data are multivariate observations $P = (P_1, \ldots, P_D)$ subject to the constraints that $\sum_i P_i = 1$ and $P_i \geq 0$

- Compositional data are usually modeled with the Logistic-Normal distribution (Aitchison 1986)
  - Scale and location parameters provide a large amount of flexibility compared to the Dirichlet model
  - LN model defined for positive compositions only

- Drawbacks:
  - With discrete counts one has a non-trivial probability of observing 0 individuals in a particular category
  - Cannot analyze multivariate compositions
Talk overview

- Introduce a model that allows for
  1. 0’s in any category
  2. Analysis of multivariate compositions and estimation of interactions between compositions
  3. Graphical model conditional independence statements

- Adopt a Bayesian hierarchical random effects model

- Extend this model to allow for both discrete and continuous responses

- Area of application is an ecological problem: functional trait analysis
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Functionality trait versus species analysis

- For biological monitoring, monitoring species may not be useful.

  Example: Different species of fish live in different areas of the United States. A study that shows that one species of fish in Wisconsin is impacted by pollution may not be relevant for researchers in Colorado where that species is not present.

- Grouping species by functional traits may be more useful.

  Example: Stream insects can be classified by their pollution tolerance. A sudden increase in the number of pollution tolerant species at a site may indicate that the site has become polluted.
Biological Monitoring Data: response

- Organisms are sampled at several sites
- “Individuals” classified according to a set of traits $\Phi$
- Individual response vector: $Y = \{Y_\phi : \phi \in \Phi\}$

Example:

- 119 streams visited in an EPA EMAP study
- Fish were collected at each site
- Fish species were classified using 2 discrete traits
  1. Longevity: short ($\leq 6$ years), long ($\geq 6$ years)
  2. Trophic guild: herbivore, omnivore, invertivore, piscivore
**Biological Monitoring Data: covariates**

A set $\Omega$ of site specific environmental measurements (covariates) are also typically recorded.

**Example**

1. Sampling site elevation
2. Watershed area
3. Minimum watershed elevation

Let $X = \{X_\omega : \omega \in \Omega\}$ denote the vector of environmental covariates for a single sampling site.
PREVIOUS FUNCTIONAL TRAIT ANALYSIS METHODS

1. Ordination methods
   - Canonical Correspondence Analysis (ter Braak, 1985)
   - Ordinate traits along a set of environmental axes

2. Product moment correlations
   - “Solution to the 4th corner problem” (Legendre et al. 1997)
   - Estimate correlation measure between trait counts and environmental covariates
SHORTCOMINGS OF PREVIOUS METHODS

1. Measure marginal association between environmental variables and traits
   - Conditional relationships give more detailed measure of association
   - Interaction between traits can give a different view

2. Models have no predictive ability
   - Cannot predict community structure at a site using remotely sense covariates (GIS covariates)
Models for a single discrete compositional response

Billheimer and Guttorp (JASA, 1997)

\[
(C_{s1}, \ldots, C_{sD}) \sim \text{Multinomial}(N_s; P_{s1}, \ldots, P_{sD})
\]

\[
\log (P_{s1}/P_{sD}) = \beta_{0i} + \beta_{1i} x_s + \epsilon_{si}, \quad i = 1, \ldots, (D - 1)
\]

\[
\epsilon_s \sim N_{D-1}(0, \Sigma)
\]

where

- \( C_{si} \) = number of individuals belonging to category \( i \) at site \( s = 1, \ldots, S \)
- \( x_s = \) environmental covariate at site \( s \)
- Parameter estimation using a Gibbs sampler
New contributions

• Generalize Billheimer–Guttorp model to explicitly allow for inference for multiple compositions

• Adopt graphical model structure with random effects

• New model allows for Markov random field interpretation for trait interactions

• Extend this model to allow both discrete and continuous responses
**Some notation**

\[\begin{align*}
  i & = \text{Realization of } Y \text{ (cell)} \\
  \mathcal{I} & = \text{Sample space of } Y \\
 & \quad \text{(not necessarily } \mathcal{I}_1 \times \cdots \times \mathcal{I}_{|\Phi|}) \\
  P_{si} & = \text{Probability density of } Y \text{ at site } s = 1, \ldots, S \\
 & \quad \text{(cell probability)} \\
  C_{si} & = \text{number of individuals of type } i \text{ at site } s \\
 & \quad \text{(cell count)} \\
  \phi & = \text{Single trait, } \phi \in \Phi \\
  a & = \text{Subset of traits, } a \subseteq \Phi
\end{align*}\]
Bayesian hierarchical model

Data model:

\[ \{ C_{si} : i \in \mathcal{I} \} \sim \text{Multinomial} \left( N_s; \{ P_{si} : i \in \mathcal{I} \} \right) \quad s = 1, \ldots, S \]

or

\[ C_{si} \sim \text{iid Poisson} \left( M_{si} \right); \quad i \in \mathcal{I}, s = 1, \ldots, S \]

where \( P_{si} = M_{si} / \sum_{j \in \mathcal{I}} M_{sj} \)
\[
\log M_{si} = \sum_{a \subseteq \Phi} x_s' \beta_j^{(a)} + \sum_{a \subseteq \Phi} \epsilon_{si}^{(a)}
\]

\[
\left\{ \epsilon_{si}^{(a)} : i \in I \right\} \sim MVN \left( 0, T_{a}^{(-1)} \right)
\]

- \( \beta_j^{(a)} \) and \( \epsilon_{si}^{(a)} \) measure the interaction between the traits in \( a \)
- For model identifiability, choose reference cell \( i^* \) and set

\[
\beta_j^{(a)} = 0 \text{ and } \epsilon_{si}^{(a)} = 0 \text{ if } i_\phi = i^*_\phi \text{ for any } \phi \in a
\]
• If $\mathcal{I} = \mathcal{I}_1 \times \cdots \times \mathcal{I}_{|\Phi|}$, then

\[
Y_c \perp Y_d \mid Y_{\phi \setminus a}, X, \epsilon \quad \text{for } c, d \subset a \subseteq \Phi \]

if $\beta_i^{(a)} = 0$ and $\epsilon_i^{(a)} = 0$ for all $i \in \mathcal{I}$

• For certain model specifications

\[
Y_c \perp Y_d \mid Y_{\phi \setminus a}, X \quad \text{for } c, d \subset a \subseteq \Phi \]

if $\beta_i^{(a)} = 0$ for all $i \in \mathcal{I}$
• Data:

\[ \Phi = \{1, 2\}; \ Y = \{Y_1, Y_2\}; \ \text{no covariates} \]

• Saturated Model:

\[
\log M_{si} = \beta_i^{(1)} + \beta_i^{(2)} + \beta_i^{(12)} + \epsilon_{si}^{(1)} + \epsilon_{si}^{(2)} + \epsilon_{si}^{(12)}
\]

• Conditional independence model:

\[
\log M_{si} = \beta_i^{(1)} + \beta_i^{(2)} + \epsilon_{si}^{(1)} + \epsilon_{si}^{(2)}
\]

implies

\[ Y_1 \perp Y_2 | \epsilon \text{ (and in this case } Y_1 \perp Y_2) \]
Now consider an additional set of continuous traits measured for each species

Example:

How hydrodynamic is the fish species?

shape factor = body length/body depth

• Individual response vector: \( Y = \{Y_\phi, Y_\Gamma\} \) where \( Y_\phi \) is a vector of discrete traits and \( Y_\Gamma \) is a vector of continuous traits

• \((i, y)\) represents a realization of \( Y\)
The conditional Gaussian distribution (Lauritzen, 1996)

\[
\text{CG}(i, y) \propto \exp \left\{ \sum_{a \subseteq \Phi} \lambda_{i}^{(a)} \right\} \mathcal{N} \left\{ y; \sum_{a \subseteq \Phi} \eta_{i}^{(a)}, \left( \sum_{a \subseteq \Phi} \Psi_{i}^{(a)} \right)^{-1} \right\}
\]

- \(\eta^{(a)}\) and \(\Psi^{(a)}\) measure interactions between discrete and continuous traits
- Homogeneous CG: \(\Psi_{i}^{(a)} = 0\) for \(a \neq \emptyset\)
**Random effects Conditional Gaussian regression**

\[
\text{CG}(i, y) \propto \exp \left\{ \sum_{a \subseteq \Phi} \lambda_i^{(a)} \right\} \mathcal{N} \left\{ y; \sum_{a \subseteq \Phi} \eta_i^{(a)}, \left( \sum_{a \subseteq \Phi} \Psi_i^{(a)} \right)^{-1} \right\}
\]

with

\[
\lambda_{si}^{(a)} = x_s' \beta_{si}^{(a)} + \epsilon_{si}^{(a)} \quad \text{with} \left\{ \epsilon_{si}^{(a)} : i \in \mathcal{I} \right\} \sim \mathcal{N} \left( 0, T_a^{-1} \right)
\]

\[
\eta_{si}^{(a)} = x_s' \xi_{si}^{(a)} + \delta_{si}^{(a)} \quad \text{with} \left\{ \delta_{si}^{(a)} : i \in \mathcal{I} \right\} \sim \mathcal{N} \left( 0, K_a^{-1} \right)
\]

- Reference cell identifiability constraints imposed
- Conditional independence inferred from zero-values parameters and random effects
Random Effects Conditional Gaussian hierarchical model

\[ p(\beta, \eta, \Psi, \epsilon_s, \delta_s | \mathbf{x}_s, \mathbf{i}, \mathbf{Y}) \propto \prod_{s=1}^{S} \prod_{j=1}^{N_s} \text{CG} \left( \mathbf{i}_{sj}, \mathbf{y}_{sj} | \mathbf{x}_s, \beta, \eta, \Psi, \epsilon_s, \delta_s \right) \]

\[ \times \prod_{s=1}^{S} \prod_{a \subseteq \Phi} \prod_{i \in \mathcal{I}} N \left( \{ \epsilon^{(a)}_{si} \} | 0, T_{a}^{-1} \right) \]

\[ \times \prod_{s=1}^{S} \prod_{a \subseteq \Phi} \prod_{i \in \mathcal{I}} N \left( \{ \delta^{(a)}_{si} \} | 0, K_{a}^{-1} \right) \]

\[ \times p(\beta, \eta, \Psi, T, K) \]

However, note the simplification

\[ \prod_{j=1}^{N_s} \text{CG} \left( \mathbf{i}_{sj}, \mathbf{y}_{sj} | \mathbf{x}_s, \beta, \eta, \Psi, \epsilon_s, \delta_s \right) \propto \text{Mult} \left( C_s | \ldots \right) \prod_{j=1}^{N_s} N \left( \mathbf{y}_{sj} | \ldots \right) \]
Parameter estimation

- A Gibbs sampling approach is used for parameter estimation

- Parameter sets \((\beta, \epsilon, T)\) and \((\eta, \Psi, \delta, K)\) can be simulated in 2 separate Gibbs chains due to
  1. The CG to Multinomial \(\times\) N formulation of the likelihood
  2. Independent priors for \((\beta, \epsilon, T)\) and \((\eta, \Psi, \delta, K)\)

- Problem: Rich random effects structure can lead to poor convergence

- Solution: Hierarchical centering
HIERARCHICAL CENTERING

\[
\{ \lambda_{si}^{(a)} : i \in \mathcal{I} \} \sim N \left( \{ x'_s \beta_{i}^{(a)} : i \in \mathcal{I} \}, T_a^{-1} \right)
\]

\[
\{ \eta_{si}^{(a)} : i \in \mathcal{I} \} \sim N \left( \{ x'_s \xi_{i}^{(a)} : i \in \mathcal{I} \}, K_a^{-1} \right)
\]

- $\beta^{(a)}$, $\xi^{(a)}$, $T_a$, and $K_a$ have closed form full conditional distributions
- $\lambda$ and $\eta$ need to be updated with a Metropolis step in the Gibbs sampler
119 streams visited in an EPA EMAP study

Fish were collected at each site

Fish species were classified

1. Discrete traits
   (a) Longevity
       short (≤ 6 years), long (≥ 6 years)
   (b) Trophic guild
       herbivore, omnivore, invertivore, piscivore

2. Continuous trait: shape factor

*i* = (≤ 6 years, Herbivore)
Environmental covariates were measured at each stream site or estimated for a watershed via GIS

1. Stream order
2. Minimum watershed elevation
3. Watershed area
4. Percent of area impacted by human use
5. Areal percent fish cover
**FISH TRAIT RICHNESS MODEL**

- **Interaction models**

\[
\lambda_{si}^{(a)} = \begin{cases} 
  x_s' \beta_i^{(a)} + \epsilon_{si}^{(a)} & \text{for } a = \{L\}, \{T\} \\
  \beta_i^{(a)} & \text{for } a = \{L, T\}
\end{cases}
\]

- **Random effects**

\[
\left\{ \epsilon_{si}^{(a)} : i \in \mathcal{I} \right\} \sim N \left( \mathbf{0}, T_a^{-1} \right) \text{ for } a = \{L\}, \{T\}
\]

\[
\delta_{si}^{(\emptyset)} \sim N \left( \mathbf{0}, K_{\emptyset}^{-1} \right)
\]
Comparison of model with and without each covariate for longevity.

<table>
<thead>
<tr>
<th>Covariate</th>
<th>&gt; 6 years</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stream order</td>
<td>-0.59</td>
</tr>
<tr>
<td>Elevation</td>
<td>4.14</td>
</tr>
<tr>
<td>Watershed area</td>
<td>3.02</td>
</tr>
<tr>
<td>Use</td>
<td>7.32</td>
</tr>
<tr>
<td>Fish cover</td>
<td>5.03</td>
</tr>
</tbody>
</table>

Values presented are $\approx 2\log(BF)$, so large positive values indicate evidence against including the covariate.
Comparison of null model to model including covariates for trophic guild

<table>
<thead>
<tr>
<th>Covariate</th>
<th>Trophic Guild</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Omnivore</td>
</tr>
<tr>
<td>Stream order</td>
<td>5.55</td>
</tr>
<tr>
<td>Elevation</td>
<td>−0.82</td>
</tr>
<tr>
<td>Watershed area</td>
<td>4.86</td>
</tr>
<tr>
<td>Use</td>
<td>5.50</td>
</tr>
<tr>
<td>Fish cover</td>
<td>7.03</td>
</tr>
</tbody>
</table>

Values presented are $\approx 2\log(BF)$, so large positive values indicate evidence against including the covariate.
Comparison of null model to model including covariates for shape.

<table>
<thead>
<tr>
<th>Covariate</th>
<th>Shape</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stream order</td>
<td>8.12</td>
</tr>
<tr>
<td>Elevation</td>
<td>8.23</td>
</tr>
<tr>
<td>Watershed area</td>
<td>8.22</td>
</tr>
<tr>
<td>Use</td>
<td>8.25</td>
</tr>
<tr>
<td>Fish cover</td>
<td>7.64</td>
</tr>
</tbody>
</table>

Values presented are $\approx 2\log(BF)$, so large positive values indicate evidence against including the covariate.
Comparison of null model to model including interaction parameters.

<table>
<thead>
<tr>
<th>Interaction</th>
<th>2log(BF)</th>
</tr>
</thead>
<tbody>
<tr>
<td>{L, T}</td>
<td>-18</td>
</tr>
<tr>
<td>{L, S}</td>
<td>-52</td>
</tr>
<tr>
<td>{T, S}</td>
<td>-104</td>
</tr>
<tr>
<td>{L, T, S}</td>
<td>-126</td>
</tr>
</tbody>
</table>

These results show strong support for evidence of interaction between the traits.

Graphical model for the response:
Conclusions

- New model allows for
  1. Analysis of multiple compositions with specified interactions
  2. Analysis of discrete and continuous responses
  3. Markov random field interpretation for interactions
  4. Extension of Billheimer–Guttorm Model
     - Allows for full interaction and correlated random effects
     - MVN random effects imply that the cell probabilities have a constrained LN distribution
- Model can be applied in many other areas of application