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Abstract
We propose a test to distinguish a weakly–dependent time series with a trend component, from a long–memory process, possibly with a trend. The test uses a generalized likelihood ratio statistic based on wavelet domain likelihoods. The trend is assumed to be a polynomial whose order does not exceed a known value. The test is robust to trends which are piecewise polynomials. We study the empirical size and power by means of simulations and find that they are good and do not depend on specific choices of wavelet functions and models for the wavelet coefficients. The test is applied to annual minima of the Nile River and confirms the presence of long–range dependence in this time series.
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1 Introduction

Long–range dependent (LRD) processes, also known as long–memory processes, have been extensively used and studied in the past few decades. The relevant literature that has accumulated is too extensive to attempt even a limited review here, so we instead refer the reader to the collection Doukhan et al. (2002) which covers not only the most recent developments in the theory and applications of LRD processes, but also contains a number of review chapters tracing the historical development of important facets of these processes.

Realizations of stationary LRD processes exhibit long, non–periodic cycles which, in finite samples, resemble non–stationary behavior with trends and/or level shifts. In
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modeling geophysical phenomena, e.g. climatic variations, it is of importance to know if a given geophysical record is better described by a stationary model with long–range dependence or by a weakly dependent model with long term trends or abrupt changes. If the former model is more suitable, the observed record does not indicate a broadly understood shift in a geophysical pattern, e.g. a climatic change; what is observed is merely a manifestation of the long non–periodic cycles present in a long-range dependent model. Such a conclusion can be reached if a weakly dependent time series model, possibly with a trend or change–points, can be rejected.

The goal of the present paper is to explore a test which allows to reject the null hypothesis of weak dependence even if the time series contains a smooth trend or a few change–points. Roughly speaking, under the null hypothesis the observed time series \( X_0, X_1, \ldots, X_{N-1} \) follows the model \( X_t = Y_t + m_t \), where the process \( \{Y_t\} \) is stationary and weakly dependent and \( m_t \) is a deterministic function, and under the alternative the \( X_t \) follow an LRD model. The testing problem is formulated precisely later in this section where the relevant background and research are also reviewed. The test is constructed in the wavelet domain and is motivated by the recent work of Craigmily et al. (2005). The main reason why the wavelet domain is suitable for such a test is that (non–boundary) wavelet coefficients are invariant with respect to an additive polynomial trend, i.e. the wavelet coefficients of \( \{Y_t + m_t\} \) and \( \{Y_t\} \) are the same, provided that \( m_t \) is a polynomial of sufficiently low order. Since wavelet coefficients are localized in time, only very few of them will be influenced by discontinuities in the function \( m_t \) or its derivatives, provided the number of discontinuities is small relative to the length of the realization. Thus, in the wavelet domain, the process \( \{Y_t + m_t\} \) looks very much the same as the process \( \{Y_t\} \), so the deterministic trend is effectively eliminated from the testing problem. The next step is to find a test statistic based on the wavelet coefficients which has a known distribution, at least in an asymptotic sense, if the underlying process is weakly dependent, and which diverges, if it is LRD. In this paper, we focus on the generalized likelihood ratio statistic which can be easily computed because of special properties of the wavelet coefficients, which will be discussed in the following, and whose asymptotic distribution is known to be chi–squared.

It has been argued for some time that the observed manifestations of long–range dependence can be explained assuming that the observations are weakly dependent, but follow a non–stationary model, for example the model \( X_t = Y_t + m_t \), introduced above, see Bhattacharya et al. (1983) and Giraitis et al. (2001). Diebold and Inoue (2001) argued that the appearance of long–memory can be explained by models whose parameters change or evolve with time. Karagiannis et al. (2002) demonstrated that many estimators of the memory parameter can be “fooled” in the presence of periodicity or a trend. There is by now ample evidence that, in finite samples, standard tools like ACF plots and periodogram–based spectral estimates behave in a very similar way for LRD processes and for certain types of nonstationarities. Most long–memory tests reject in the presence of a trend or change–points. There is often a controversy which of the two modeling approaches is more appropriate for a specific time series.

There has however not been much research that produced effective tools for dis-
tistinguishing between long–range dependence and a trend with weakly dependent noise. Künsch (1986) developed theoretical foundations for a periodogram–based procedure to discriminate between a LRD process and the process \( \{X_t = Y_t + m_t\} \) with a “small” monotonic function \( m_t \). Heyde and Dai (1996) showed that procedures for detecting long–memory which are based on a smoothed periodogram are robust in the presence of “small” trends. These ideas were recently developed by Sibbertsen and Venetis (2003) who proposed a test based on a difference between the Geweke and Porter-Hudak (1983) estimator and its version based on the tapered periodogram. In the latter test, the observations are LRD under the null, so it is not comparable with the test proposed in this paper. Berkes et al. (2006) proposed a test for discriminating between long–range dependence and weak dependence with a change–point in mean, which is a time domain procedure based on a CUSUM statistic for the partial sums of observations. The test of Berkes et al. (2006) is however not suitable if the mean changes smoothly under the null. Teyssiere and Abry (2006) used a wavelet domain least–squares estimator of LRD, and showed that when applied to financial time series, this estimator shows a lower intensity of LRD than implied by other estimators. This is due to the robustness of this estimator to trends and change–points.

We now formulate precisely the testing problem and describe the testing procedure in greater detail.

We assume that the observations follow a Gaussian process both under the null and the alternative. If the weakly dependent process \( \{Y_t\} \) has absolutely summable autocovariance function and its spectral density is positive at every frequency, then it admits both autoregressive and moving average representation of infinite order with absolutely summable coefficients. Such a process can thus be approximated in mean square by a causal and invertible ARMA\((p, q)\) process. We therefore postulate that under the null \( \{Y_t\} \) is an ARMA\((p, q)\) process and \( m_t \) is a polynomial. As we will see in Section 5, we may in practice assume that \( m_t \) is a piecewise polynomial, but the theoretical arguments are available only if \( m_t \) is a polynomial. As a model for the LRD process under the alternative we use the fractional ARIMA model with the differencing parameter \( \delta > 0 \) and the same order \( p, q \) as for the ARMA process \( \{Y_t\} \). We denote this model as ARFIMA\((p, \delta, q)\). The testing problem is thus formulated as follows:

**Null Hypothesis.** The observations \( X_0, X_1, \ldots, X_{N-1} \) follow the model

\[
(1.1) \quad X_t = Y_t + m_t, \quad 0 \leq t \leq N - 1,
\]

where \( \{Y_t\} \) is a causal and invertible Gaussian ARMA\((p, q)\) process and \( m_t \) is a polynomial.

**Alternative Hypothesis.** The observations \( X_0, X_1, \ldots, X_{N-1} \) follow model (1.1), where \( \{Y_t\} \) is a Gaussian ARFIMA\((p, \delta, q)\) process with \( \delta > 0 \).

The trend function \( m_t \) need not be the same under the null and the alternative. The assumption of Gaussianity is used to construct the likelihoods in Section 3. Its practical relevance remains to be assessed.

The test is based on the approximate decorrelation property of the discrete wavelet transform (DWT) which asserts that the DWT coefficients, especially of an LRD process,
exhibit very small correlations within each level and between levels. The decorrelation property has been established through simulation and theoretical studies, see e.g. Section 9.1 of Percival and Walden (2000) and Abry et al. (2000, 2002), and references therein. The decorrelation property holds to a particular good approximation for the non-boundary DWT (NBDWT) coefficients which are also not influenced by a polynomial of a sufficiently low order, see Section 2 for further details. Modeling the NBDWT coefficients within each level as either white noise or an AR(1) process and assuming that the coefficients at different levels are uncorrelated, as proposed in Craigmile et al. (2005), we can write down the likelihood function under both the null and alternative hypotheses and construct the generalized likelihood ratio (GLR) statistic. Since one more parameter, $\delta$, is estimated under the alternative, the $-2 \log \text{GLR}$ has asymptotic $\chi^2(1)$ distribution.

The paper is organized as follows: We first review in Section 2 properties of the NBDWT coefficients of an ARFIMA process and the so-called white noise model for these coefficients. In Section 3 we introduce the GLR test procedure based on the white noise model. Section 4 contains a simulation study. We further investigate our procedure by applying it to a time series of Nile River yearly minimum water levels in Section 5. In Section 6, we summarize our findings and provide a broader perspective on the proposed procedure.

2 Discrete wavelet transform of the ARFIMA process

In this section we discuss the relevant properties of the NBDWT coefficients of the ARFIMA process. We use the notation and terminology introduced in Percival and Walden (2000).

Stationary causal and invertible ARFIMA($p, \delta, q$) process $\{X_t\}$ is defined by the difference equation

$$(1 - B)^{\delta} \Phi(B)X_t = \Theta(B)Z_t, \quad |\delta| < 0.5,$$

where

$$\Phi(z) = 1 - \phi_1 z - \ldots - \phi_p z^p, \quad \Theta(z) = 1 + \theta_1 z + \ldots + \theta_q z^q$$

satisfy $\Phi(z) \neq 0$ and $\Theta(z) \neq 0$ for all $|z| \leq 1$, $B$ is the backward shift operator, and $\{Z_t\}$ is a white noise (WN) sequence with mean 0 and variance $\sigma^2$. If $\delta = 0$, the $X_t$ follow the ARMA($p, q$) model.

The spectral density of $\{X_t\}$ is

$$S_X(f) = \sigma^2 \frac{\Theta(e^{-i2\pi f})^2 |2\sin(\pi f)|^{-2\delta}}{\Phi(e^{-i2\pi f})^2}, \quad |f| \leq 1/2.$$  

If $\delta > 0$, the spectral density diverges at the origin and the process is seen to be LRD.

The GLR test described in Section 3 is based on the wavelet domain maximum likelihood estimation of the parameter vector $\beta$ of the ARFIMA($p, \delta, q$) process defined as

$$\beta = (\delta, \phi, \theta, \sigma^2), \quad \phi = (\phi_1, \phi_2, \ldots, \phi_p), \quad \theta = (\theta_1, \theta_2, \ldots, \theta_q).$$
The estimation is based on the autocovariance sequences of the NBDWT coefficients introduced below. Similar approach for the ARFIMA(0,\(\delta\),0) process is described in Sections 9.1–9.4 of Percival and Walden (2000) as well as in Craigmile et al. (2005).

Given a realization of a time series \(X_0, X_1, \ldots, X_{N-1}\), \((N = 2^J, J – positive \ integer)\), the \(N_j = 2^{J-j}\) DWT coefficients for the \(j\)-th level are obtained (theoretically) by filtering the data with a level \(j\) wavelet filter \(\{h_{j,l} : l = 0, 1, \ldots, L_j - 1\}\), where \(L_j = (2^J - 1)(L - 1) + 1\) and \(L\) denotes the length of the corresponding wavelet filter (for example, Daubechies D(\(L\)) or least asymmetric LA(\(L\)) filter, see Section 4.8 of Percival and Walden (2000)). The transfer function for the level \(j\) filter is

\[ H_{j,L}(f) = e^{-i2\pi(L_j-1-1)f}H_{1,L}(2^{j-1}f) \prod_{k=0}^{j-2} H_{1,L}(1/2 - 2^k f) \]

and its squared gain function is \(\mathcal{H}_{j,L}(f) = |H_{j,L}(f)|^2\). Here \(H_{1,L}(\cdot)\) is the Fourier transform of the wavelet filter.

Recall that \(L_j' = \min([((L-2)(1-2^{-J})], N_j)\) DWT coefficients at level \(j\) are influenced by circular filtering (for more details see Comments and Extensions to Section 4.11 of Percival and Walden (2000)). Let

\[ d_{j,k}, \ j = 1, 2, \ldots, J, \ k = 0, 1, \ldots, M_j - 1, \ M_j = N_j - L_j' \]

 denote the NBDWT coefficients. The exclusion of the boundary coefficients has two important consequences. Firstly, the NBDWT are “blind” to polynomials of order \(K\), \(K \leq L/2 - 1\). Secondly, it allows us to view the NBDWT coefficients as a sequence following approximately a white noise WN model, i.e. to a good approximation we may assume that the \(d_{j,k}\) are uncorrelated. For a fixed \(j\), the autocovariance sequence of the \(d_{j,k}\) is, in fact, given by

\[ s_{j,\tau}(\delta, \phi, \theta) = \int_{-1/2}^{1/2} e^{i2\pi \tau f} S_j(f) df, \]

where

\[ S_j(f) = 2^{-j} \sum_{k=0}^{2^{j-1}} \mathcal{H}_{j,L}(2^{-j}(f + k))S_X(2^{-j}(f + k)), \]

and where \(S_X(\cdot)\) is defined by (2.1). Under the WN model all autocovariances except at lag \(\tau = 0\) are assumed to vanish. In the sequel, it is convenient to work with the quantities \(c_{j,\tau}(\delta, \phi, \theta)\) defined by

\[ s_{j,\tau}(\delta, \phi, \theta) = \sigma^2 c_{j,\tau}(\delta, \phi, \theta). \]

Thus, under the WN model

\[ d_{j,k} \sim i.i.d. \ N(0, c_{j,0}(\delta, \phi, \theta)\sigma^2). \]

The quantities \(c_{j,\tau}(\delta, \phi, \theta)\) are explicitly given as

\[ c_{j,\tau}(\delta, \phi, \theta) \]
\[
\int_{-1/2}^{1/2} e^{i2\pi f} 2^{-j} \sum_{k=0}^{2^j-1} \mathcal{H}_{j,k} (2^{-j} (f+k)) \left| \frac{\Theta(e^{-i2\pi 2^{-j}(f+k)})}{\Phi(e^{-i2\pi 2^{-j}(f+k)})} \right|^2 |2\sin(\pi 2^{-j} (f+k))|^{-2} df.
\]

To speed up the calculations, what is particularly important for a simulation study, an approximation for \(c_{j,\tau}(\delta, \phi, \theta)\) is needed. We used so-called bandpass approximation, see Craigmile et al. (2005) for the details. In a few test cases, the results obtained by using this approximation were barely distinguishable from those relying on the exact formula (2.5).

In finite samples the wavelet coefficients \(d_{j,k}\) exhibit a small lag–1 autocorrelation. To soak–up this dependence, it is often assumed that for any fixed \(j\) the \(d_{j,k}\) follow an AR(1) model. In the next section we present the calculations for the WN model (2.4), similar formulas for the AR(1) can be readily obtained, and we used them in our simulation study.

3 The test procedure

Since the NBDWT coefficients do not depend on the polynomial \(m_t\) in (1.1), any test based on a statistic which is a function of the NBDWT coefficients can be reformulated as testing

\[(3.1) \quad H_0 : \delta = 0 \quad \text{against} \quad H_A : \delta > 0.\]

In fact, we could consider a broader class of alternatives in which the observations follow an ARFIMA model with a polynomial trend. Thus, a rejection of \(H_0\) means that the data exhibit long–range dependence, possibly with a polynomial trend, but they are not weakly dependent with a polynomial trend.

Our task is thus to propose a test statistic corresponding to the testing problem (3.1). To do so, we combine the techniques described by Percival and Walden (2000) and Craigmile et al. (2005) with the generalized likelihood ratio (GLR) test, see e.g. Section 18.1 of Bain and Engelhardt (1991) for an elementary introduction to the GLR test.

Assuming the WN model for the NBDWT coefficients, the likelihood function takes the form

\[(3.2) \quad f(d; \delta, \phi, \theta, \sigma^2) = \prod_{j=1}^{J} \prod_{k=0}^{M_j-1} (2\pi c_{j,0}(\delta, \phi, \theta)\sigma^2)^{-1/2} \exp \left( - \frac{d_{j,k}^2}{2c_{j,0}(\delta, \phi, \theta)\sigma^2} \right),\]

where the array

\[d = \{d_{j,k} : j = 1, 2, \ldots, J, k = 0, 1, \ldots, M_j - 1\}\]

plays the role analogous to the vector of observations in the classical maximum likelihood estimation.

Twice the negative log likelihood, \(-2 \log f(d; \delta, \phi, \theta, \sigma^2)\) (\(\log(\cdot)\) denotes the natural logarithm), is given as

\[-2 \log f(d; \delta, \phi, \theta, \sigma^2) = M \log(2\pi \sigma^2) + \sum_{j=1}^{J} M_j \log(c_{j,0}(\delta, \phi, \theta)) + \sum_{j=1}^{J} \sum_{k=0}^{M_j-1} \frac{d_{j,k}^2}{c_{j,0}(\delta, \phi, \theta)\sigma^2}\]
\[ M \log(2\pi \sigma^2) + \sum_{j=1}^{J} M_j \log(c_{j,0}(\delta, \phi, \theta)) + \sum_{j=1}^{J} \frac{R_j}{c_{j,0}(\delta, \phi, \theta) \sigma^2}, \]

where

\[ R_j = \sum_{k=0}^{M_j-1} d_{j,k}^2 \quad \text{and} \quad M = \sum_{j=1}^{J} M_j. \]

Minimizing this expression with respect to \( \sigma^2 \) yields the maximum likelihood estimate of \( \sigma^2 \) as a function of the remaining parameters:

\[ \hat{\sigma}^2(\delta, \phi, \theta) = \frac{1}{M} \sum_{j=1}^{J} \frac{R_j}{c_{j,0}(\delta, \phi, \theta)}. \]

Replacing \( \sigma^2 \) by \( \hat{\sigma}^2(\delta, \phi, \theta) \) in \( -2 \log f(d; \delta, \phi, \theta, \sigma^2) \) yields a function of \( \delta, \phi, \) and \( \theta \) only, namely

\[ -2 \log f(d; \delta, \phi, \theta, \hat{\sigma}^2(\delta, \phi, \theta)) = M(\log(2\pi) + 1) + M \log(\hat{\sigma}^2(\delta, \phi, \theta)) + \sum_{j=1}^{J} \log(c_{j,0}(\delta, \phi, \theta)). \]

Recall now the definition (2.2) of the parameter vector \( \beta \) and introduce the parameter spaces

\[ \Omega_0 = \{ \beta : \delta = 0 \}, \quad \Omega = \{ \beta : \delta \geq 0 \}. \]

Minimizing \( -2 \log f(d; \delta, \phi, \theta, \sigma^2) \) over \( \Omega_0 \) leads to the estimators \( \hat{\phi}_0 \) and \( \hat{\theta}_0 \) whereas minimizing over \( \Omega \) yields estimators \( \delta, \hat{\phi}, \) and \( \hat{\theta} \). We thus obtain two estimators of the parameter vector \( \beta \):

\[ \beta_0 = (0, \hat{\phi}_0, \hat{\theta}_0, \hat{\sigma}^2(0, \hat{\phi}_0, \hat{\theta}_0)), \quad \hat{\beta} = (\delta, \hat{\phi}, \hat{\theta}, \hat{\sigma}^2(\delta, \hat{\phi}, \hat{\theta})), \]

from which we can construct the GLR statistic

\[ \lambda(d) = \frac{\max\{f(d; \beta) : \beta \in \Omega_0\}}{\max\{f(d; \beta) : \beta \in \Omega\}} = \frac{f(d; \hat{\beta}_0)}{f(d; \hat{\beta})}. \]

Under \( H_0 : \delta = 0 \), \( -2 \log \lambda(d) \) converges to the \( \chi^2(1) \) distribution, see e.g. Theorem 6.3.2 of Bickel and Doksum (2001). Therefore, the size \( \alpha \) asymptotic GLR test rejects \( H_0 \) if

\[ -2 \log \lambda(d) > \chi^2_{1-\alpha}(1), \]

where \( \chi^2_q(r) \) denotes \( q \)-th quantile of the chi-square distribution with \( r \) degrees of freedom.

### 4 Simulation study

**Design of the study.** For our simulation study, we implemented the test procedure assuming the ARMA(1, 0) model under the null and the ARFIMA(1, \( \delta, 0 \)) under the alternative. We assessed its finite sample performance based on at least \( R = 500 \) replications of data.
generating processes of lengths $N = 512$ and $N = 1024$. We analyzed the simulated realizations with wavelet filters $D(6)$ and $LA(8)$, sufficiently long to use the bandpass approximation. We focused on nominal sizes $\alpha = 0.05$ and $\alpha = 0.10$ and considered both WN and AR(1) models for the NBDWT coefficients. According to the theory explained in Sections 2 and 3, the size and power of the test do not depend on a polynomial trend, provided the order of the polynomial does not exceed $L/2 - 1$, where $L$ is the length of the wavelet filter. This was confirmed in several test cases we considered: by adding different polynomials of degree 0, 1 or 2, we obtained essentially the same sizes, with differences only slightly greater than machine precision. We report here sizes obtained with the polynomial

$$m_t = 0.25 t^2/N$$

under the null hypothesis and no polynomial trend under the alternative.

When evaluating the empirical size, the process $\{Y_t\}$ in (1.1) was generated according to the AR(1) model with nine choices of $\phi$, $\phi \in \{0.1, 0.2, \ldots, 0.9\}$ and common variance $\sigma^2 = 1$. Only positive values of the autocorrelation coefficient were considered because realizations with $\phi \leq 0$ (and possibly a trend) do not resemble realizations of LRD processes and can be told apart from them by eye. To compute the empirical power of the test, we used realizations of ARFIMA$(0, \delta, 0)$ processes, also with nine different values of the parameter $\delta$, $\delta \in \{0.10, 0.15, \ldots, 0.50\}$, and common variance $\sigma^2 = 1$. For fixed $\phi, \delta$ and $N$, the same replications were used to better assess the effect of the model assumed for the NBDWT coefficients and the type of the wavelet used.

All numerical experiments reported here were performed in R. We also implemented the procedure in Matlab and obtained very similar results, but the Matlab implementation was slower. R’s optimization routines, “optimize” (minimization with respect to one variable) and “optim” (minimization with respect to two variables), were used to estimate the parameters. Both of them allow to specify the range of minimization. Due to the constraints on $\delta$ dictated by the testing problem, this flexibility plays an important role in the practical implementation of the test procedure. We minimized over $\delta \in [0.10, 0.15, \ldots, 0.50]$ under the alternative and over $\phi \in [-0.99, 0.99]$ under both null and the alternative, c.f. (3.4).

Discussion of the results. Empirical sizes and powers, for $N = 512$, and different choices of wavelet models, wavelet filters, and nominal sizes are presented in Figures 5.1–5.2. Results for $N = 1024$, additional results of a more comprehensive simulation study which includes some empirical calibration of the tests, as well as all numerical values and the R code are available upon request.

We begin with the discussion of the empirical sizes. Figure 5.1 includes the 95 percent asymptotic confidence bounds $\pm 1.96 \sqrt{\hat{\alpha}(1 - \hat{\alpha})/R}$, where $\hat{\alpha}$ is the empirical size.

The method works well when the parameter $\phi$ of is between 0.1 and 0.8. The rejection probabilities become too large as $\phi$ approaches unity. This is not surprising, as for large values of $\phi$ the spectrum of an AR(1) process looks similar to the spectrum of an LRD process. In the following, we therefore focus our discussion on the cases with $0.1 \leq \phi \leq 0.8$.

By comparing the empirical sizes obtained under the assumption of the WN model
for the NBDWT coefficients to those computed under the AR(1) model, we conclude that the former provides more accurate results. The choice of the wavelet filter, D(6) versus LA(8), does not substantially affect the results (compare top two panels to bottom two in Figure 5.1). The LA(8) filter should be used if the presence of a cubic polynomial trend is suspected ($K = 8/2 - 1 = 3$). Our test provides more accurate results for $N = 1024$ than for $N = 512$. This is in agreement with the asymptotic nature of the test.

We conclude this section with a brief discussion of the empirical power. The general shape of the power curve is very similar for the two significance levels considered and for fixed $N$ (see Figure 5.2). The power is high and exceeds 80% for $N = 1024$ and $\delta \geq 0.2$. The power converges to 1 (with $\delta \to 1/2$) much faster for $N = 1024$ than for $N = 512$. The choice of the filter does not matter much.
5 Application to the annual minima of the Nile

We applied the test to Nile River yearly minimum water levels. The whole data set covers years 622 to 1284 and has been extensively studied in the long–memory literature. Here we focus on the last 512 observations plotted in the top panel of Figure 5.1. Visual examination of this time series suggests that rather than considering a long–memory model one might use an AR(1) model with a positive AR coefficient and with a smooth or discontinuous trend. Using the least squares method, we fitted a second order polynomial and a piecewise linear function to the Nile minima. The break points of the piecewise linear function were chosen somewhat arbitrarily to reflect the apparent level and slope shifts in the observations. We then estimated the AR(1) model on the two sets of the residuals. For comparison, we simulated realizations from the resulting two models and added them to the corresponding trends. Visual comparison of the two lower panels of Figure 5.1 with the top panel shows that an AR(1) model with a trend, especially with a piecewise linear trend, might be a reasonable alternative to an LRD model.

We applied our test procedure to the 512 observations assuming the WN and AR(1) models for the NBDWT coefficients and using both D(6) and LA(8) wavelet filters. The p–values presented in Table 5.1 are small, so we reject the null hypothesis and conclude that an AR(1) model with a trend is not suitable.

<table>
<thead>
<tr>
<th>Wavelet filter</th>
<th>WN model</th>
<th>AR(1) model</th>
</tr>
</thead>
<tbody>
<tr>
<td>D(6)</td>
<td>0.0033</td>
<td>0.0026</td>
</tr>
<tr>
<td>LA(8)</td>
<td>0.0155</td>
<td>0.0045</td>
</tr>
</tbody>
</table>

Table 5.1 P–values for the GLR test applied to \( N = 512 \) annual Nile minima.

We now provide a more detailed validation of our conclusion. The polynomial fitted to the data is

\[
m_t = -0.0009t^2 + 2.0796t + 16.7069. \tag{5.1}
\]

Fitting an AR(1) model to the residuals, we obtained the autoregressive coefficient \( \phi = 0.5820 \) and the WN variance \( \sigma^2 = 4394 \). The simulations in Section 4 show that for \( \phi = 0.6 \) our test has about the correct size. This is confirmed by additional simulation results presented in Table 5.2. For example, when the test with the WN model and the D(6) filter is applied to the estimated model, the empirical sizes of 10 and 5 percent level tests are, respectively, 10.8 and 5.5 percent.

<table>
<thead>
<tr>
<th>Filter ( \alpha )</th>
<th>WN model</th>
<th>AR(1) model</th>
</tr>
</thead>
<tbody>
<tr>
<td>D(6)</td>
<td>0.108</td>
<td>0.081</td>
</tr>
<tr>
<td>LA(8)</td>
<td>0.077</td>
<td>0.063</td>
</tr>
</tbody>
</table>

Table 5.2 Empirical size of the GLR test based on \( R = 1000 \) replications of \( X_t = Y_t + m_t \) of length \( N = 512 \), where \( \{Y_t\} \) follows AR(1) model with parameters \( \phi = 0.5820 \) and \( \sigma^2 = 4333 \) and \( m_t \) is given by (5.1).
The theory and simulations presented earlier in the paper do not apply to piecewise polynomial trends. It can however be expected that if there are relatively few break points compared to the length of the series, only few DWT coefficients will be affected by these breaks and the test will continue to have correct size. This is indeed confirmed by our simulations. The piecewise linear function we considered has constant slope over the following three periods: 773–1009, 1010–1099, 1100–1284. If \( t = 0 \) corresponds to year 773, it can be written as

\[
m_t = \begin{cases} 
0.2t + 934.9, & t = 0, 1, \ldots, 236, \\
0.8t + 299.4, & t = 237, 238, \ldots, 326, \\
-0.8t + 2088.8, & t = 327, 328, \ldots, 511.
\end{cases}
\] (5.2)

The AR(1) model for the residuals has parameters \( \phi = 0.5628 \) and \( \sigma^2 = 4333 \). The empirical sizes are shown in Table 5.3. For the test with the WN model and the D(6) filter, the empirical sizes of 10 and 5 percent level tests are, respectively, 7.8 and 4.8 percent.

<table>
<thead>
<tr>
<th>Filter( \alpha )</th>
<th>WN model</th>
<th>AR(1) model</th>
</tr>
</thead>
<tbody>
<tr>
<td>D(6)</td>
<td>0.078</td>
<td>0.048</td>
</tr>
<tr>
<td>LA(8)</td>
<td>0.083</td>
<td>0.044</td>
</tr>
</tbody>
</table>

Table 5.3 Empirical size of the GLR test based on \( R = 1000 \) replications of \( X_t = Y_t + m_t \) of length \( N = 512 \), where \( \{Y_t\} \) follows AR(1) model with parameters \( \phi = 0.5628 \) and \( \sigma^2 = 4394 \) and \( m_t \) is given by (5.2).

The ARFIMA(1,\( \delta \),0) model estimated on the observations has parameters \( \phi = 0.0660 \), \( \delta = 0.4013 \), and the WN variance \( \sigma^2 = 0.0028 \). The empirical power of the test for this model is presented in Table 5.4. For all but one combinations of nominal size, wavelet filter, and wavelet model, the power exceeds 70 percent and is about 80 percent for the D(6) filter and 5 percent nominal significance level.

<table>
<thead>
<tr>
<th>Filter( \alpha )</th>
<th>WN model</th>
<th>AR(1) model</th>
</tr>
</thead>
<tbody>
<tr>
<td>D(6)</td>
<td>0.838</td>
<td>0.773</td>
</tr>
<tr>
<td>LA(8)</td>
<td>0.769</td>
<td>0.693</td>
</tr>
</tbody>
</table>

Table 5.4 Empirical power of the GLR test based on \( R = 1000 \) replications of ARFIMA(1,\( \delta \),0) process of length \( N = 512 \) with parameters \( \phi = 0.0660 \), \( \delta = 0.4013 \) and \( \sigma^2 = 0.0028 \).

6 Summary and discussion

Motivated by the work of Craigmile et al. (2005), we developed and investigated a wavelet domain test in which under the null the time series is weakly dependent with a polynomial
trend and under the alternative it is LRD, possibly with a polynomial trend. We assumed that the $Y_t$ in (1.1) follow an ARMA($p, q$) model under the null and ARFIMA($p, \delta, q$), $\delta > 0$ under the alternative. We investigated the finite sample performance of the test for $p = 1$ and $q = 0$. Our findings can be summarized as follows:

1. The test has about correct size for moderate weak dependence which can be quantified by the condition $0.1 \leq \phi \leq 0.8$. It performs noticeably better for $N = 1024$ than for $N = 512$. For $N = 512$ the test is somewhat conservative for $0.1 \leq \phi \leq 0.6$.

2. The test has very good power.

3. The WN model for the NBDWT coefficients is slightly better than the AR(1) model, as far as the empirical size is concerned.

4. Both wavelet filters, D(6) and LA(8), yield similar results.

5. The test can be applied if a piecewise polynomial trend is suspected, provided there are few break points relative to the length of the series.

The approach proposed here can be extended to different settings. The key requirement is that the spectral densities under the null and the alternative must be specified by a parametric model such that weak dependence corresponds to a fixed value of a memory parameter and long-range dependence to a range of values. A very natural alternative to the ARFIMA specification considered here is the fractional exponential model (FEXP) recently studied by Moulines and Soulier (1999), among others.

The optimal choice of the order $p, q$ requires further investigation. From the practical point of view, AR(1) and ARMA(1,1) models can be used as good approximations to the autocovariance structure of a weakly dependent linear process.
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Figure 5.1 Empirical size of the GLR test based on $R = 500$ replications of $X_t = Y_t + m_t$ of length $N = 512$, where $\{Y_t\}$ follows AR(1) model with given $\phi$ and $m_t = 0.25t^2/N$. Wavelet filter: D(6), LA(8); model for the wavelet coefficients: WN (left panel) and AR(1) (right panel); nominal size indicated by the solid horizontal line.
Figure 5.2 Empirical power of the GLR test based on $R = 500$ replications of $X_t$ of length $N = 512$, where $\{X_t\}$ follows ARFIMA$(0, \delta, 0)$ model with given $\delta$. Wavelet filter: D(6), LA(8); model for the wavelet coefficients: WN (left panel) and AR(1) (right panel); nominal size indicated by the solid horizontal line.